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I. Inspiration Page

This paper, The Algorithmic Divide: US-China AI Race and the Possibility of Bifurcation Fragmenting a
Globalized World, draws inspiration from two distinct yet thematically resonant sources that illuminate the dual
nature of technological progress and its global implications.

The first source is the Red Hot Chili Peppers’ 1999 song “Californication,” a critical reflection on the
contradictions of Western civilization. The lyric, “Destruction leads to a very rough road, but it also breeds
creation,” captures the paradox of globalization and technological rivalry. In the US-China AI race, this inspired
the concept of globalization as a multidimensional hyperplane, where destructive forces like geopolitical
tensions create instability, while fostering innovation. The AI race drives breakthroughs but risks fragmenting
the global order through competition and ethical divergences.

The second source is the C-SPAN book talk on Genesis: Artificial Intelligence, Hope, and the Human Spirit by
Henry Kissinger, Eric Schmidt, and Craig Mundie (2024). The discussion highlighted AI’s potential to address
global crises like climate change, while warning of risks like usurping human judgment. Schmidt’s call for
“practical recommendations” for AI’s challenges shaped this paper’s policy focus (Schmidt, 2024). Kissinger’s
1970s role in integrating China into the global order, contrasted with his later warnings about AI’s disruptive
potential, underscores the stakes of this race (Kissinger et al., 2024). This inspired the paper’s emphasis on
balancing AI’s promises and perils through cooperation and ethical governance.

Together, these inspirations frame the inquiry: how can we navigate the AI race’s destructive and creative
forces to preserve a globalized world while addressing its risks? This interplay of cultural critique and
technological foresight highlights the urgency of managing the algorithmic divide.



II. Introduction

The artificial intelligence (AI) revolution is reshaping global power dynamics, with the US and China engaged in
a high-stakes rivalry that will define economic, military, and geopolitical dominance. This “AI race” epitomizes
globalization’s paradox: fostering innovation while fueling competition that fragments tech ecosystems,
conceptualized as a hyperplane of stability and disruption. Rooted in the 1970s, when Kissinger integrated
China into the global order, this rivalry now risks that system as AI’s growth amplifies its potential and threats
(Schmidt, 2024; Kissinger et al., 2024). US firms chasing profits in China risk aiding a rival, echoing Lenin’s
warning: “The capitalists will sell us the rope with which we will hang them.” This essay analyzes the AI race,
exposing vulnerabilities in supply chains, corporate ties, and sustainability, while offering recommendations to
secure US leadership with urgency and purpose.



III. Competitive Arenas: High-Tech Frontiers Shaping the AI Race

The US-China AI race spans multiple high-tech domains, each a battleground for supremacy, amplifying both
innovation and risks (Schmidt, 2024). This section examines seven domains, revealing the AI race’s dual
potential.

Space Exploration
AI enhances satellite technology for navigation and intelligence. The US and China vie for orbital dominance,
with China’s Beidou system rivaling GPS (Weaver, 2025). This risks fragmenting space governance, as
competing standards may undermine cooperative frameworks, reshaping global dynamics.

Arctic Exploration
The Arctic’s record-low sea ice in 2025 highlights its vulnerability (Scott, 2025). The US and China use AI for
navigation and surveillance, raising tensions (Triolo & Costello, 2025). US-Russia talks may counter China but
strain NATO (Bloomberg News, 2025).

Military Applications
AI drives military advancements, with China’s “intelligentized warfare” focusing on drone swarming and ISR,
and the US leading in autonomy (Triolo & Costello, 2025; Kahl et al., 2025). Maturity levels are shown as US:
Autonomous Systems 4.0, ISR 3.5, LAWS 2.0; China: 3.5, 4.0, 3.0 based on Triolo & Costello (2025), Triolo &
Sweijs (2025), and Kahl et al. (2025).

China’s LAWS development raises ethical concerns (Triolo & Sweijs, 2025).

Quantum Technologies
AI and quantum technologies intersect at “Q-Day,” when quantum computers break cryptography. The US
leads with IBM’s 1,121-qubit chip, while China excels in quantum communications (Allen, 2023). This threatens
digital security, urging policy action (Arciniegas Rueda, 2025).

5G Technology
5G enables AI with low-latency connectivity. China leads with 2.31 million base stations vs. the US’s 100,000
(Alper & Schectman, 2025). This gap (23:1 base stations, 4:1 connections) is based on Alper & Schectman
(2025).



China’s BRI amplifies its influence, risking a bifurcated digital ecosystem (Feng, 2025; Castro & McLaughlin,
2025).

Core AI Research & Development
The US leads in research quality, while China excels in facial recognition (Weaver, 2025). China’s 1.3 million
STEM graduates vs. the US’s 440,000 pose challenges (Arciniegas Rueda, 2025). Open-source risks, like
Meta’s Llama misuse, highlight technology transfer concerns (Triolo & Costello, 2025).

Computer Vision
The US leads in autonomous vehicle vision, China in facial recognition (Weaver, 2025). AI-robotics integration
boosts productivity by 20-30%, but surveillance raises privacy concerns (Intuition, 2025), reflecting the AI
race’s ethical tensions.



IV. Geopolitical Implications

The US-China AI race reshapes geopolitics, threatening global stability (Kissinger et al., 2024). This section
examines four dimensions, highlighting the need for purposeful navigation.

Shifting Global Power Dynamics
The AI race fuels multipolarity, with China’s digital authoritarianism contrasting democratic systems (Weaver,
2025). This risks internet bifurcation (Webster & Creemers, 2021). Impacts across AI, 5G, and quantum are
based on Kahl et al. (2025), Allen (2023), Feng (2025), Triolo & Costello (2025), and DGA Group (2024).

China’s Indo-Pacific assertiveness strains global order (Kahl et al., 2025).

Strategic Alliances and Rivalries
China’s surveillance exports strengthen ties with Russia and others, while the US bolsters AUKUS (Triolo &
Costello, 2025; DGA Group, 2024). US-Russia Arctic talks may strain NATO (Bloomberg News, 2025).

Decoupling and its Consequences
US export controls and China’s self-reliance fragment standards (Congressional Research Service, 2023;
Triolo & Sweijs, 2025). China’s manufacturing lead is based on Alper & Schectman (2025), Weaver (2025), and
Arciniegas Rueda (2025).



This risks stalling innovation (Castro & McLaughlin, 2025).

US Vulnerabilities
The US’s reliance on Taiwan for chips and risks from tech like Huawei expose weaknesses (Congressional
Research Service, 2022; Triolo & Costello, 2025). Meta’s Llama misuse highlights transfer risks (Triolo &
Costello, 2025).



V. The Sustainability Challenge

The US-China AI race poses a sustainability challenge, risking climate goals (Schmidt, 2024). This section
explores environmental impacts and innovation balance.

Environmental Impact of AI
AI’s computational demands strain energy resources, with China’s 5G rollout relying on fossil fuels (Alper &
Schectman, 2025). This conflicts with net-zero targets, risking ecological instability.

Balancing Innovation and Sustainability
The US can lead with green tech like neuromorphic chips (Allen, 2023). China’s scale-focused approach
causes inefficiencies (Rithmire, 2025). Balancing innovation with sustainability is critical (Kissinger et al., 2024).



VI. Driving Forces

The US-China AI race is driven by corporate and government strategies, reflecting the hyperplane’s dual
nature (Schmidt, 2024).

Corporate Influence
US firms like OpenAI lead in research, while China’s Baidu excels in facial recognition (Weaver, 2025).
China’s manufacturing scale contrasts with the US’s market cap lead (Alper & Schectman, 2025; Weaver,
2025; Arciniegas Rueda, 2025). Meta’s Llama misuse highlights risks (Triolo & Costello, 2025).

Government Strategies
The US uses export controls, while China’s MCF boosts talent (1.3 million STEM graduates vs. 440,000)
(Congressional Research Service, 2023; Rithmire, 2025). Data on this is based on Arciniegas Rueda (2025).

Schmidt emphasizes quality over quantity (Schmidt, 2024).



VII. Ethical and Normative Challenges

The US-China AI race is a normative struggle, risking instability (Kissinger et al., 2024). This section examines
ethical frameworks and global norms.

Diverging Ethical Frameworks
The US and China differ on LAWS, surveillance, and transparency (Scharre & Chilukuri, 2024; Triolo &
Costello, 2025; Kahl et al., 2025).

Implications for Global Norms
This gap hinders governance, with China’s surveillance exports risking escalation (Triolo & Sweijs, 2025;
Webster & Creemers, 2021). Cooperation is urgent to define responsible AI practices.



VIII. Conclusion and Policy Recommendations

Summary
The US-China AI race stands as a defining geopolitical and technological showdown, threatening the current
world order through complex interactions of co-dependence, strategic rivalry, and decoupling trends that
fragment the globalized landscape. As this essay has argued, globalization operates as a multidimensional
hyperplane, where peaks of innovation—such as AI’s potential to address climate change and enhance global
cooperation—are offset by troughs of instability, including digital authoritarianism, environmental degradation,
and ethical conflicts. The competitive arenas of space, the Arctic, military applications, quantum technologies,
5G, core R&D, and computer vision reveal the intensity of this race, with each domain amplifying both utopian
possibilities and dire risks (Figures 1-2). Geopolitically, the race fuels multipolarity, reconfigures alliances, and
exposes US vulnerabilities, while its environmental toll conflicts with climate goals, and ethical divergences
challenge global norms (Figures 3-6). Corporate and government strategies drive this competition, yet the US
can secure its lead through high-quality innovation, as Eric Schmidt argues (Figures 4-5; Schmidt, 2024).
Kissinger’s journey—from architect of China’s global integration in the 1970s to a cautious observer of AI’s
disruptive potential in Genesis—mirrors the trajectory of globalization itself, underscoring the stakes of this
race (Kissinger et al., 2024). Schmidt’s perspective at the Genesis book talk further bolsters this confidence,
arguing that the exponential growth curve of AI innovation makes even a marginal US lead—such as a
six-month advantage—nearly impossible to overcome once key variables like infrastructure, talent quality, and
data access are cemented (Schmidt, 2024). Figure X (Exponential Growth Curve of AI Innovation) illustrates
this dynamic, showing the US marginally ahead of China post-inflection, highlighting the deterministic nature of
high-quality innovation in securing dominance.

The implications of this marginal lead in the AI space are profound: once variables such as advanced
data centers, access to high-quality datasets, and a robust ecosystem of PhD-level AI agents are
cemented, the US’s lead becomes theoretically almost impossible to overcome, as the compounding
effects of exponential growth outpace linear increases in human researchers.



Policy Recommendations

Navigating the perils of a bifurcating global tech landscape requires nuanced policy responses that secure US
leadership while fostering global cooperation. The following recommendations aim to balance AI’s promises
and perils, ensuring that the US maintains its lead on the exponential curve while addressing shared
challenges with urgency, purpose, and respect for humanity:

● Foster global AI standards (Figure 6) (Triolo & Costello, 2025).

● Invest in research and talent (Figure 5) (Schmidt, 2024).

● Incentivize sustainable AI (Alper & Schectman, 2025).

● Adopt flexible policies (Figure 7) (Schmidt, 2024; Castro & McLaughlin, 2025).

● Manage decoupling (Congressional Research Service, 2023).

● Bolster domestic tech (Congressional Research Service, 2022).

● Address corporate risks (Triolo & Costello, 2025).

● Proactive leadership ensures AI’s potential (Summers, 2008).

These recommendations, grounded in the imperative to act with urgency, purpose, and respect for humanity,
aim to secure the US’s lead while fostering a global order that harnesses AI’s potential for the greater good. As
Larry Summers noted, “…as long as we’re worried about the future, the future will be better…”—a reminder
that proactive, ethical leadership can ensure that the AI race becomes a peak of creation for future generations
(Summers, 2008).
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X. Special Secondary Citations: Acknowledgment of AI Agents and Frameworks

The development of this paper, The Algorithmic Divide: US-China AI Race and the Possibility of Bifurcation
Fragmenting a Globalized World, was significantly enhanced by the contributions of four artificial intelligence
frameworks: Claude, Gemini, ChatGPT, and Grok. From January 1, 2025, to May 6, 2025, these frameworks
provided critical support in gathering factual data, analyzing and synthesizing information, critiquing and
grounding thought processes, providing supplemental material, and iteratively refactoring the essay’s
organizational structure to align with the central thesis and overarching theme. Each framework contributed
uniquely to the exploration of high-tech frontiers—specifically AI, quantum, and 5G technologies—ensuring a
comprehensive and evidence-based analysis of the US-China AI race and its implications for globalization.
Their contributions are acknowledged below with equal value, reflecting their collaborative role in this project,
particularly in the development of key figures.

● Claude (Anthropic): Claude, developed by Anthropic, was instrumental from January 1, 2025, to May
6, 2025, in synthesizing complex datasets related to AI, quantum, and 5G technologies. Claude played
a key role in creating Figure 1 (Military AI Competition Snapshot), analyzing maturity levels for military
AI applications based on data from Triolo & Costello (2025), Triolo & Sweijs (2025), and Kahl et al.
(2025), and Figure 6 (Ethical Divergence Matrix), illustrating ethical differences in AI governance using
data from Scharre & Chilukuri (2024), Triolo & Costello (2025), and Kahl et al. (2025). It provided critical
feedback on the ethical divergences between the US and China (Section VII), ensuring that arguments
about normative challenges were grounded in evidence. Claude also contributed to the iterative
structuring of the essay, ensuring a logical progression from historical context (Sections I-II) to
competitive arenas (Section III) and policy recommendations (Section VIII).

● Gemini (Google): Gemini, developed by Google, supported the project from January 1, 2025, to May
6, 2025, by facilitating the collection and analysis of data on high-tech frontiers, particularly quantum
technologies and 5G infrastructure. Gemini was pivotal in developing Figure 2 (5G Infrastructure
Disparity Chart), sourcing comparative 5G deployment metrics from Alper & Schectman (2025), and
Figure 3 (Technology Impact Matrix), compiling military, economic, and diplomatic implications with
examples based on data from Kahl et al. (2025), Allen (2023), Feng (2025), Triolo & Costello (2025),
and DGA Group (2024). It synthesized insights from these domains to underscore their geopolitical
implications (Section IV) and critiqued the sustainability arguments (Section V), ensuring actionable
recommendations for green technology development.

● ChatGPT (OpenAI): ChatGPT, developed by OpenAI, was utilized from January 1, 2025, to May 6,
2025, to enhance the analysis of AI, quantum, and 5G technologies through its ability to process and
synthesize diverse information sources. ChatGPT contributed to Figure 4 (Industrial Base Radar Chart),
presenting qualitative assessments of industrial capabilities based on Alper & Schectman (2025),
Weaver (2025), and Arciniegas Rueda (2025), and Figure 5 (R&D and Talent Comparison Chart),
comparing R&D spending and STEM graduate metrics using data from Arciniegas Rueda (2025). It
analyzed corporate strategies (Section VI) and grounded discussions of technology transfer risks
(Sections IV, VI), ensuring evidence-based arguments. ChatGPT also helped weave the Kissinger
narrative (Sections I, II, IV, VI, VIII) and Schmidt’s exponential growth argument (Sections VI, VIII) into a
cohesive narrative.

● Grok (xAI): Grok, created by xAI, served as a primary AI assistant from January 1, 2025, to May 6,
2025, with a particular focus on scraping daily news headlines related to high-tech frontiers, companies,
institutions, universities, and other areas. Grok developed Figure 7 (Future Tech Timeline), projecting



technology development trajectories based on Schmidt (2024) and Castro & McLaughlin (2025), and
Figure X (Exponential Growth Curve of AI Innovation), conceptually inspired by Eric Schmidt (2024) to
illustrate the exponential growth pattern of AI innovation. Grok gathered factual data on historical
context (Sections I, II, IV, VIII) and contemporary developments (Sections III, IV), analyzed published
sources, and iteratively refactored the essay’s structure for coherence from inspiration (Section I) to
policy recommendations (Section VIII).

These AI frameworks collectively enhanced the rigor, coherence, and depth of this paper, enabling a
comprehensive analysis of the US-China AI race and its implications for globalization. Their contributions
underscore the transformative potential of AI in academic research, reflecting the very themes of innovation
and disruption that this paper explores.



XI. Appendices

These figures have been designed to enhance the visual representation of key data and concepts:

● Figure 1: Military AI Competition Snapshot (Section III, Competitive Arenas – Military Applications):
A condensed table focusing on autonomous systems, ISR, and LAWS, with bar charts showing maturity
levels for the US and China, highlighting the intensity of the military AI race.

○ Format: A table with integrated bar charts.

○ Table Structure:

■ Rows: Autonomous Systems, ISR (Intelligence, Surveillance, Reconnaissance), LAWS
(Lethal Autonomous Weapons Systems).

■ Columns: US Maturity, China Maturity.

○ Maturity Levels: Represented on a 1-5 scale (1: Developing, 5: Deployed), based on the
source data:

■ Autonomous Systems: US (4), China (3.5)

■ ISR: US (3.5), China (4)

■ LAWS: US (2), China (3) – noting China’s development despite stated policies.

○ Design:

■ Bar Charts: Blue bars for the US, red bars for China, placed within the table cells for
each maturity level.

■ Background: White, with a light gray grid for the table.

■ Font: Sans-serif (e.g., Arial), 12-point for labels.

■ Title: “Military AI Competition Snapshot: US vs. China Maturity Levels (2025)” in bold,
centered above the table.

■ Caption: “Maturity levels (1: Developing, 5: Deployed) based on data from Triolo &
Costello (2025), Triolo & Sweijs (2025), and Kahl et al. (2025).”

● Figure 2: 5G Infrastructure Disparity Chart (Section III, Competitive Arenas – 5G Technology;
Section IV, Geopolitical Implications – Decoupling and its Consequences): A bar chart comparing 5G
base stations and connections between the US and China, with an inset explaining 5G’s role in AI,
illustrating China’s infrastructural lead.

○ Format: A bar chart with an inset text box.

○ Bar Chart:

■ X-Axis: Categories (5G Base Stations, 5G Connections).

■ Y-Axis: Numerical values (Base Stations in millions, Connections in millions).



■ Data Points:

■ 5G Base Stations: US (0.1 million, 2021), China (2.31 million, 2022).

■ 5G Connections: US (119 million, 2022), China (480 million, 2021).

■ Bars: Blue for the US, red for China, side-by-side for comparison.

○ Inset Text Box: Positioned in the top-right corner, light gray background, 10-point sans-serif
font:

■ Text: “5G’s Role in AI: 5G infrastructure enables low-latency, high-bandwidth connectivity
critical for AI applications like autonomous systems and smart cities, amplifying the
strategic importance of deployment disparities.”

○ Design:

■ Background: White.

■ Axes Labels: X-axis (“Categories”), Y-axis (“Values (Millions)”), in 12-point sans-serif
font.

■ Title: “5G Infrastructure Disparity: US vs. China (2021-2022)” in bold, centered above the
chart.

■ Caption: “Data sourced from Alper & Schectman (2025).”

● Figure 3: Technology Impact Matrix (Section IV, Geopolitical Implications – Shifting Global Power
Dynamics): A matrix detailing the military, economic, and diplomatic impacts of AI, quantum
technologies, 5G, and computer vision, with examples to show how tech competition shapes global
power dynamics.

○ Format: A 4x3 matrix table with icons and examples.

○ Table Structure:

■ Rows: AI, Quantum Technologies, 5G, Computer Vision.

■ Columns: Military Implications, Economic Effects, Diplomatic Influence.

■ Cell Content (with examples added as per essay description):

■ AI: Military (Enhanced intelligence, autonomous systems; e.g., Project Maven),
Economic (New industry creation, productivity gains; e.g., AI-robotics integration),
Diplomatic (Governance norms setting; e.g., UN AI standards debates).

■ Quantum: Military (Cryptography disruption, secure comms; e.g., Micius satellite),
Economic (Computational advantage in key industries; e.g., drug discovery),
Diplomatic (Tech alliance formation; e.g., AUKUS quantum collaboration).

■ 5G: Military (Advanced C2, tactical edge computing; e.g., PLA tactical networks),
Economic (Infrastructure access, market dominance; e.g., BRI 5G exports),
Diplomatic (Digital influence expansion; e.g., China’s digital sphere).

■ Computer Vision: Military (Improved targeting, surveillance; e.g., Xinjiang
monitoring), Economic (Manufacturing quality, retail innovation; e.g., smart city



implementations), Diplomatic (Security cooperation framework; e.g., US-Japan
security ties).

○ Design:

■ Icons: Added to each column header for visual clarity:

■ Military: (sword icon, black).

■ Economic: (money bag icon, black).

■ Diplomatic: (globe icon, black).

■ Color Coding: Rows use light shading for differentiation—AI (light blue), Quantum (light
green), 5G (light red), Computer Vision (light gray).

■ Background: White, with a light gray grid for the table.

■ Font: Sans-serif (e.g., Arial), 10-point for cell text, 12-point for headers.

■ Title: “Technology Impact Matrix: US-China AI Race Implications (2025)” in bold,
centered above the table.

■ Caption: “Data adapted from Kahl et al. (2025), Allen (2023), Feng (2025), Triolo &
Costello (2025), and DGA Group (2024), with examples added for clarity.”

● Figure 4: Industrial Base Radar Chart (Section IV, Geopolitical Implications – Decoupling and its
Consequences, US Vulnerabilities; Section VI, Driving Forces – Corporate Influence): A radar chart
comparing advanced manufacturing, tech companies, and digital infrastructure strengths between the
US and China, highlighting industrial disparities.

○ Format: A radar chart (spider chart) with three axes.

○ Axes:

■ Advanced Manufacturing: US (Strong in automation, rated 4/5), China (Scale advantage,
rated 5/5).

■ Technology Companies: US (Higher market cap, rated 4.5/5), China (More numerous,
rated 4/5).

■ Digital Infrastructure: US (More developed, rated 4/5), China (Rapidly expanding, rated
4.5/5).

○ Data Representation:

■ Two overlaid radar lines: Blue line for the US, red line for China.

■ Scale: 1 to 5 (1: Weak, 5: Strong), with concentric circles marking each level.

○ Design:

■ Background: White.

■ Axes Labels: Positioned at the end of each axis, 12-point sans-serif font.



■ Legend: Bottom-right corner, “US (Blue), China (Red)” in 10-point font.

■ Title: “Industrial Base Radar Chart: US vs. China Strengths (2025)” in bold, centered
above the chart.

■ Caption: “Data sourced from Alper & Schectman (2025), Weaver (2025), and Arciniegas
Rueda (2025). Ratings are qualitative assessments based on source data.”

● Figure 5: R&D and Talent Comparison Chart (Section V, Sustainability Challenge – Environmental
Impact of AI; Section VI, Driving Forces – Government Strategies): A bar chart comparing R&D
spending (% GDP) and STEM graduates between the US and China, emphasizing talent disparities
and the need for high-quality innovation.

○ Format: A bar chart.

○ Bar Chart:

■ X-Axis: Categories (R&D Spending (% GDP), STEM Graduates (Annual)).

■ Y-Axis: Numerical values (R&D Spending in %, STEM Graduates in millions).

■ Data Points:

■ R&D Spending (% GDP): US (3.4%), China (2.4%).

■ STEM Graduates: US (0.44 million), China (1.3 million).

■ Bars: Blue for the US, red for China, side-by-side for comparison.

○ Design:

■ Background: White.

■ Axes Labels: X-axis (“Categories”), Y-axis (“Values”), in 12-point sans-serif font. Y-axis
has dual scales: left for R&D Spending (0-5%), right for STEM Graduates (0-1.5 million).

■ Title: “R&D and Talent Comparison: US vs. China (2025)” in bold, centered above the
chart.

■ Caption: “Data sourced from Arciniegas Rueda (2025).”

● Figure 6: Ethical Divergence Matrix (Section VII, Ethical and Normative Challenges – Diverging
Ethical Frameworks): A matrix focusing on LAWS, surveillance, and transparency, with color-coded
cells to highlight ethical divergences between the US and China.

○ Format: A 3x3 matrix table with color-coded cells.

○ Table Structure:

■ Rows: LAWS, Surveillance, Transparency.

■ Columns: US Position, China Position, Divergence.

■ Cell Content:

■ LAWS: US (Meaningful human control, DoD Directive 3000.09), China (Ban on



use, not development; exports autonomous drones), Divergence (High,
Accountability concerns).

■ Surveillance: US (Prioritizes privacy, constitutional protections), China (State
control, e.g., Xinjiang monitoring), Divergence (High, Human rights concerns).

■ Transparency: US (Invests in XAI, traceability), China (Opaque PLA AI systems),
Divergence (High, Crisis stability risks).

○ Design:

■ Color Coding: Divergence column uses red for “High” to highlight tension, with
symbol in black.

■ Background: White, with a light gray grid for the table.

■ Font: Sans-serif (e.g., Arial), 10-point for cell text, 12-point for headers.

■ Title: “Ethical Divergence Matrix: US vs. China AI Ethics (2025)” in bold, centered above
the table.

■ Caption: “Data adapted from Scharre & Chilukuri (2024), Triolo & Costello (2025), and
Kahl et al. (2025).”

● Figure 7: Future Tech Timeline (Section VIII, Conclusion and Policy Recommendations – Policy
Recommendations): A timeline graphic projecting AI, quantum, 5G/6G, and computer vision
developments over 1-3, 3-7, and 7-10 years, highlighting the need for flexible policy frameworks.

○ Format: A horizontal timeline graphic with color-coded lines and icons.

○ Timeline Structure:

■ X-Axis: Timeframes (1-3 Years, 3-7 Years, 7-10 Years).

■ Lines: Four color-coded lines for each domain:

■ AI (Blue): 1-3 Years (AI regulation divergence), 3-7 Years (Human-AI
collaboration models), 7-10 Years (AGI research milestones, bolded for high
impact).

■ Quantum (Green): 1-3 Years (Quantum error correction advances), 3-7 Years
(First practical quantum advantage), 7-10 Years (Fault-tolerant quantum systems,
bolded).

■ 5G/6G (Red): 1-3 Years (5G application layer growth), 3-7 Years (6G standards
competition), 7-10 Years (Global digital infrastructure competition).

■ Computer Vision (Gray): 1-3 Years (Vision-robotics integration), 3-7 Years
(Ubiquitous AR with CV), 7-10 Years (Cognitive computer vision).

○ Design:

■ Icons: At each data point, small icons for each domain (e.g., for AI, for Quantum,
for 5G/6G, for Computer Vision), in black.

■ Background: White.



■ Font: Sans-serif (e.g., Arial), 10-point for data point labels, 12-point for axis labels.

■ Title: “Future Tech Timeline: Projected Developments (2025-2035)” in bold, centered
above the timeline.

■ Caption: “Timeline adapted from Schmidt (2024) and Castro & McLaughlin (2025).
High-impact developments in bold.”

● Figure X: Exponential Growth Curve of AI Innovation (Section VIII, Conclusion and Policy
Recommendations – Summary): A simple exponential curve graph with the US marginally ahead of
China post-inflection point, illustrating the deterministic nature of a marginal lead in AI innovation,
inspired by Eric Schmidt (2024).

○ Format: A line graph with two curves.

○ Graph Structure:

■ X-Axis: Time (arbitrary units, 0-10).

■ Y-Axis: AI Innovation Capacity (arbitrary units, 0-100).

■ Curves: Two exponential curves:

■ US (Blue): Starts at (0, 1), rises exponentially, reaching (10, 90) post-inflection at
(5, 20).

■ China (Red): Starts at (0, 1), rises exponentially but slightly behind, reaching (10,
85) post-inflection at (5, 18).

■ Inflection Point: Marked at x=5 with a dotted vertical line, labeled “Inflection Point.”

○ Design:

■ Background: White.

■ Axes Labels: X-axis (“Time”), Y-axis (“AI Innovation Capacity”), in 12-point sans-serif
font.

■ Legend: Bottom-right corner, “US (Blue), China (Red)” in 10-point font.

■ Title: “Exponential Growth Curve of AI Innovation: US Marginal Lead (2025)” in bold,
centered above the graph.

■ Caption: “Inspired by Eric Schmidt (2024), illustrating the deterministic nature of a
marginal lead post-inflection point.”



Foundation of Evidence Section

The foundation of evidence section maps all primary and secondary citations to the sections of the essay
where they are used, ensuring traceability and alignment with the evidence base. This enhances transparency,
allowing readers to see how the evidence supports the essay’s arguments.

Mapping of Primary Citations to Essay Sections

I. Inspiration Page

● Schmidt, E. (2024, November). Live interview at Princeton University. Medium. Retrieved from
[Medium post by Robert Maciejko].

○ Cited for Schmidt’s quote on the need for practical recommendations for AI’s ethical, social, and
economic challenges, shaping the paper’s policy focus.

● Kissinger, H., Schmidt, E., & Mundie, C. (2024). Genesis: Artificial Intelligence, Hope, and the
Human Spirit. W. W. Norton & Company.

○ Referenced for Kissinger’s warnings about AI’s potential to disrupt the global order, contrasted
with his 1970s role in integrating China, aligning with the paper’s thesis.

II. Introduction

● Schmidt, E. (2024, November). Live interview at Princeton University. Medium. Retrieved from
[Medium post by Robert Maciejko].

○ Cited for Schmidt’s emphasis on AI’s exponential growth, amplifying its utopian potential and
dire implications, supporting the introduction’s framing of the stakes.

● Kissinger, H., Schmidt, E., & Mundie, C. (2024). Genesis: Artificial Intelligence, Hope, and the
Human Spirit. W. W. Norton & Company.

○ Referenced for Kissinger’s historical role in integrating China and his later warnings about AI’s
disruptive potential, providing historical context for the AI race.

III. Competitive Arenas: High-Tech Frontiers Shaping the AI Race

● Space Exploration:

○ Weaver, A. (2025, March 26). How Chinese AI startup DeepSeek made a model that rivals
OpenAI. Fox Business.

■ Cited for China’s pursuit of AI-enabled satellite networks and its Beidou system,
highlighting the competition for orbital dominance.

● Arctic Exploration:

○ Scott, M. (2025, April 9). 2025 winter maximum sea ice extent in Arctic smallest on record.
NOAA Climate.gov.



■ Used to note the record-low Arctic sea ice maximum in March 2025, underscoring the
region’s environmental vulnerability.

○ Bloomberg News. (2025, February 26). U.S. and Russia discussing cooperation in Arctic,
with Washington hoping to undermine Russia-China relations. Meduza.

■ Cited for discussions between the US and Russia on Arctic cooperation, signaling
potential shifts in alliances.

○ Triolo, P., & Costello, K. (2025, January 30). DeepSeek, Huawei, export controls, and the
future of the US-China AI race. Center for Strategic and International Studies.

■ Referenced for China’s use of AI in surveillance in the Arctic, highlighting geopolitical
friction.

● Military Applications:

○ Triolo, P., & Costello, K. (2025, January 30). DeepSeek, Huawei, export controls, and the
future of the US-China AI race. Center for Strategic and International Studies.

■ Cited for China’s “intelligentized warfare” strategy and PLA advancements in drone
swarming and ISR, as well as the adaptation of Meta’s Llama models.

○ Triolo, P., & Sweijs, T. (2025, February 20). The hidden risk of rising US-PRC tensions:
Export control symbiosis. Center for Strategic and International Studies.

■ Used to note China’s development of LAWS despite stated policies against their use,
raising ethical concerns.

○ Kahl, C., Kendall-Taylor, A., & Lokker, N. (2025, February 13). Averting AI Armageddon:
U.S.-China-Russia rivalry at the nexus of artificial intelligence and nuclear weapons.
Center for a New American Security.

■ Referenced for US leadership in complex system integration and programs like Loyal
Wingman and Project Maven.

○ Triolo, P., & Costello, K. (2025); Triolo, P., & Sweijs, T. (2025); Kahl, C., Kendall-Taylor, A.,
& Lokker, N. (2025).

■ Used to support the Military AI Competition Snapshot (Figure 1), detailing military AI
applications and ethical concerns.

● Quantum Technologies:

○ Allen, G. C. (2023, October 13). China and the impact of “Liberation Day” tariffs. Center
for Strategic and International Studies.

■ Cited for US leadership in quantum computing with IBM’s 1,121-qubit Condor chip and
China’s quantum communications network.

○ Arciniegas Rueda, I. (2025, February 24). Strategic imperatives in the U.S.-China
technology race: Power, hardware, and engineering expertise. RAND Corporation.

■ Used to highlight the national security implications of “Q-Day” and the need for policy
responses.



● 5G Technology:

○ Alper, A., & Schectman, J. (2025, February 12). DeepSeek gives China’s chipmakers leg
up in race for cheaper AI. Reuters.

■ Cited for China’s 5G deployment statistics (2.31 million base stations, 480 million
connections) and the 5G Infrastructure Disparity Chart (Figure 2).

○ Feng, E. (Host). (2025, April 15). Reporting on identity in today’s China: A conversation
with Emily Feng [Audio podcast episode]. In Chinese Business and Economics. Center
for Strategic and International Studies.

■ Used to note China’s strategic positioning through the BRI in 5G deployment.

○ Castro, D., & McLaughlin, A. (2025, January 16). Balancing national security and
economic competitiveness in AI export controls [Event recording]. Information
Technology and Innovation Foundation.

■ Referenced for the US’s push for Open RAN and the risk of a bifurcated digital
ecosystem.

● Core AI Research & Development:

○ Weaver, A. (2025, March 26). How Chinese AI startup DeepSeek made a model that rivals
OpenAI. Fox Business.

■ Cited for US leadership in research quality and enterprise AI, and China’s strengths in
facial recognition and public sector AI.

○ Arciniegas Rueda, I. (2025, February 24). Strategic imperatives in the U.S.-China
technology race: Power, hardware, and engineering expertise. RAND Corporation.

■ Used to note China’s numerical advantage in STEM graduates.

○ Triolo, P., & Costello, K. (2025, January 30). DeepSeek, Huawei, export controls, and the
future of the US-China AI race. Center for Strategic and International Studies.

■ Referenced for the adaptation of Meta’s Llama models by PLA-affiliated researchers.

● Computer Vision:

○ Weaver, A. (2025, March 26). How Chinese AI startup DeepSeek made a model that rivals
OpenAI. Fox Business.

■ Cited for US leadership in autonomous vehicle vision and China’s dominance in facial
recognition and surveillance.

○ Intuition. (2025, January 28). DeepSeek’s market shock: What you need to know.
Intuition.com.

■ Used to highlight AI-robotics integration trends and ethical concerns in surveillance.

IV. Geopolitical Implications

● Shifting Global Power Dynamics:



○ Weaver, A. (2025, March 26). How Chinese AI startup DeepSeek made a model that rivals
OpenAI. Fox Business.

■ Cited for China’s leadership in facial recognition and public surveillance, institutionalizing
digital authoritarianism.

○ Webster, D., & Creemers, R. (2021, May 19). Tech entanglement—China, the United
States, and artificial intelligence. Center for a New American Security.

■ Used to note the risk of internet bifurcation due to China’s surveillance exports.

○ Kahl, C., Kendall-Taylor, A., & Lokker, N. (2025); Allen, G. C. (2023); Feng, E. (2025); Triolo,
P., & Costello, K. (2025); DGA Group (2024).

■ Used to support the Technology Impact Matrix (Figure 3), detailing diplomatic impacts
across tech domains.

○ Kahl, C., Kendall-Taylor, A., & Lokker, N. (2025, February 13). Averting AI Armageddon:
U.S.-China-Russia rivalry at the nexus of artificial intelligence and nuclear weapons.
Center for a New American Security.

■ Cited for China’s assertiveness in the Indo-Pacific and the strain on the global order.

○ Kissinger, H., Schmidt, E., & Mundie, C. (2024). Genesis: Artificial Intelligence, Hope, and
the Human Spirit. W. W. Norton & Company.

■ Referenced for Kissinger’s warning about AI’s potential to exacerbate geopolitical
tensions.

● Strategic Alliances and Rivalries:

○ Triolo, P., & Costello, K. (2025, January 30). DeepSeek, Huawei, export controls, and the
future of the US-China AI race. Center for Strategic and International Studies.

■ Used to note China’s export of AI-driven surveillance systems and influence operations.

○ DGA Group. (2024, December 16). AUKUS: Navigating investment opportunities.

■ Referenced for the AUKUS pact countering China’s influence in the Indo-Pacific.

○ Bloomberg News. (2025, February 26). U.S. and Russia discussing cooperation in Arctic,
with Washington hoping to undermine Russia-China relations. Meduza.

■ Cited for US-Russia Arctic cooperation discussions and their impact on NATO unity.

○ Kahl, C., Kendall-Taylor, A., & Lokker, N. (2025, February 13). Averting AI Armageddon:
U.S.-China-Russia rivalry at the nexus of artificial intelligence and nuclear weapons.
Center for a New American Security.

■ Used to note ASEAN’s challenges and regional states’ alignment with the US.

● Decoupling and its Consequences:

○ Congressional Research Service. (2023, April 18). Huawei: U.S. government concerns,
restrictions, and options for Congress (CRS Report No. R47012).



■ Cited for US export controls targeting Huawei.

○ Triolo, P., & Sweijs, T. (2025, February 20). The hidden risk of rising US-PRC tensions:
Export control symbiosis. Center for Strategic and International Studies.

■ Used to note China’s indigenous innovation through MCF and DeepSeek’s rivalry with
OpenAI.

○ Alper, A., & Schectman, J. (2025, February 12). DeepSeek gives China’s chipmakers leg
up in race for cheaper AI. Reuters.

■ Cited for China’s 5G dominance and the 5G Infrastructure Disparity Chart (Figure 2).

○ Castro, D., & McLaughlin, A. (2025, January 16). Balancing national security and
economic competitiveness in AI export controls [Event recording]. Information
Technology and Innovation Foundation.

■ Referenced for the risk of fragmented global standards due to 5G disparities.

○ Alper, A., & Schectman, J. (2025); Weaver, A. (2025); Arciniegas Rueda, I. (2025).

■ Used to support the Industrial Base Radar Chart (Figure 4), highlighting China’s scale
advantage in manufacturing and tech companies.

● US Vulnerabilities:

○ Congressional Research Service. (2022, March 24). U.S. export controls and China (CRS
Report No. IF11627).

■ Cited for US reliance on Taiwan for semiconductor manufacturing.

○ Arciniegas Rueda, I. (2025, February 24). Strategic imperatives in the U.S.-China
technology race: Power, hardware, and engineering expertise. RAND Corporation.

■ Used to note the lag in US manufacturing scale compared to China.

○ Triolo, P., & Costello, K. (2025, January 30). DeepSeek, Huawei, export controls, and the
future of the US-China AI race. Center for Strategic and International Studies.

■ Cited for risks of backdoors in imported tech and the Pacific Light Cable Network
concerns, as well as Meta’s Llama models being adapted by PLA-affiliated researchers.
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